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Computational methods used to detect the dynamics in a discrete 
determinist nonlinear exchange rate model 
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In this work we present computational methods used in the study of the exchange rate evolu-
tion in a discrete determinist nonlinear model. Our methods also concern the speed for to ob-
tain the results. These methods present how we can obtain with the computer, in a very short 
time, a very large number of observations, being, at the same time, conclusive on the results 
obtained. 
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Introduction  
In this work we present some computa-

tional methods used to detect the dynamics 
as the following model: 
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The system (1) is obtained from the fol-
lowing basic equation used to model the 
exchange rate (see De Grauwe et al. 
(1993), De Grauwe (1996)): 
(2) b

tttt SEXS )( 1+=  
where St is the exchange rate at the time t; 
Xt can be thought as a reduce form de-

scribing the structure of the model and the 
exogenous variables that drives the ex-
change rate in the period t; Et (St+1) is the 
expectation held today (time t) in the mar-
ket about next period (t+1) exchange rate; 
b is the discount factor that speculators use 
to discount the future expected exchange 
rate (0 < b < 1). 
The model (2) permits to take into account 
two components for forecasting, a forecast 
made by the chartists and a forecast made 
by the fundamentalists: 
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where )( 1+tct SE  and )( 1+tft SE  are respec-
tively the forecasts made by the chartists 
and the fundamentalists; tm  is the weight 
given by the chartists and tm−1 is the 
weight given by the fundamentalists at the 
time t. 
In this model, for the chartists’ behavior 
one assumed the following model: 
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The fundamentalists are assumed to calcu-
late the equilibrium exchange rate *

tS . The 
steady state can be calcula ted by imposing 

1−== ttft SSE . This implies that 
)1/(1* )( b

tt XS −= . When the current ex-
change rate is above/below relative to the 
equilibrium rate, the fundamentalists ex-

pect that the future exchange rate to go 
down/ increase. Their forecasts are ob-
tained from the following model: 
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The weight  tm ,  given by the chartists, is: 
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We consider that Xt = ct = 1. Now, substi-
tuting the equations (4) and (5) in (3), and 
(3) in (2), we get the system (1). 
 
2. Computational methods used to detect 
the dynamics of the system (1) 
2.1. Mathematical observations  
If we denote tt Ss ln= , then the system (1) 
can be rewritten in the following way: 
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with  ., ZtRst ∈∀∈  
We can also rewrite the system (5) in a vectorial form and we get the expression: 
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if we define the function 33: RRF → , such that =),,( zyxF  )),,(),,,(),,,(( 321 zyxFzyxFzyxF , 
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We use the vectorial form to detect the fixed point, the periodic cycles and the Lyapunov ex-
ponents. 
 
2.2. The fixed point of the system (6) 
Proposition 1. In the case in which 

0,0),1,0( >>∈ βαb , the system (6) 
has the fixed point (0,0,0).  
 
The Jacobian matrix of F at (0,0,0) is the 
matrix 
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The eigenvalues are the solutions of the 
following equation: 
 
(8) 023 23 =+− bbλλ  
Using Mathematica, we obtain that for 

)3165.0,0(∈b  the eigenvalues verify 
3,1,1 =< iiλ   and for )1,3165.0(∈b  the ei-

genvalues verify 12,1 >λ  and 13 <λ . This 
means that for )3165.0,0(∈b  the fixed 
point (0,0,0) is stable and for )1,3165.0(∈b  
this point is unstable.  
The functions used in Mathematica are the 
following: 
m = {{0,1,0},{0,0,1},{-2*b,0,3*b}} 
Abs[Eigenvalues[m]] 
for  )1,0(∈b . 
We make the observation that using a 
computational method we give, in this 
case, a qualitative result, not only a quanti-
tative result. The mathematical method is 
more complicate and the numerical results 
close the problem.  
For b=0.3165 we observe a bifurcation. 
After bifurcation, the fixed point is unsta-

ble and it is surrounded by a limit cycle 
that is stable (we observe this from simula-
tions). Within a neighbourhood of the 
fixed point, all the orbits starting outside or 
inside the closed invariant curve, except at 
the origin, tend to the limit cycle under it-
erations of F. This is a Neimark-Sacker bi-
furcation. 
 
2.3. Attracting p-cycle, quasiperiodic at-
tractor, and strange attractor. 
We recall that a set A is an attracting set 
with the fundamental neighbourhood U, 
if it verifies the following properties (see  
Ruelle (1989)):  
1) attractivity: for every open set AV ⊃ , 

VUF t ⊂)(  for all sufficiently large t.  
2) invariance: AAF t =)( , for all t.  
3) A is minimal: there is no proper subset 
of A that satisfies conditions 1 and 2.  
The basin of attraction is the set of initial 
points x such that )(xF t   is close to A as 

∞→t .  
It is possible to classify the different attrac-
tors: attracting fixed point, attracting n-
cycle, 
quasiperiodic attractor and strange attrac-
tor. An attractor, as an experimental object, 
gives a global description of the asymp-
totic behavior of a dynamical system.  
Now, we recall that a point 3),,( Rzyx ∈  
is a period-p point of the system (6) if 

),,(),,( zyxFzyx p=  and ),,(),,( zyxFzyx k≠  
for 1,1 −= pk . 
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Chaos – is defined to be aperiodic, 
bounded dynamics in a deterministic sys-
tem with sensitive dependence on the ini-
tial conditions. 
Aperiodic means that the same state is 
never repeated twice. Bounded means that 
on successive iterations the state stays in a 
finite range and does not approach ±∞ . 
Sensitive dependence on initial conditions 
means that two points that are initially 
close will drift apart as time proceeds.  
Quasiperiodcity – is another type of aperi-
odic behavior in which two points that are 
initially close will remain close over time. 
Now, we present computational methods 
used to detect the attractors. We present 
the implementation in Excel, using func-
tions and macros.  
In the cells B1, B2, B3 we give the values 
for the parameters α , β and b, respec-
tively. In the cells B6, B7, B8 we introduce 
the values for the initial conditions. In the 
cells B9 we introduce the formula:  
B9 =((2+$B$1) * $B$3 / (1 + $B$2 * 
(EXP(B8) - 1)^2 ) + (1-$B$1) * $B$3) * 
B8 –2 * $B$3 / (1+$B$2 * (EXP(B8)-
1)^2) * B6. 
This formula is copied from the cells B9 in 
the domain B10:B20005. We make a chart 
in the space  ),( 1+tt ss  for to observe easily  
the dynamics. Generally, 20000 points are 
not sufficient to detect the behavior type; 

we have need to many values. The using of 
many cells with formulas is not recom-
mended, because it induces a slow speed 
for to obtain the results. For to observe 
many values on the trajectory in a short 
time, we propose the following algorithm: 
We observe the first 20000 points and for 
to observe the following (20000) points we 
make the last three points as the initial 
conditions and we repeat this. In the chart 
we can observe, after some repetitions, the 
type of dynamics (see, for example, the 
Figure 1).  
It is recommended to use macros, for to 
obtain the results in a short time. Now, we 
present the macros used for to change the 
initial conditions: 
Sub schimbare() 
   For i = 1 To 10 
    Application.Goto Refer-
ence:="R20005C1" 
    Range("B20003:C20005").Select 
    Selection.Copy 
    Application.Goto Reference:="R1C1" 
    Range("B6").Select 
    Selection.PasteSpecial Paste:=xlValues, 
Operation:=xlNone, SkipBlanks:= _ 
        False, Transpose:=False 
    Range("E4").Select 
   Next i 
End Sub 

 
Fig. 1. Implementation of exchange rate evolution 

 
In this case we observe the dynamics after 
the 200 000 iterations. If the results are not 
yet conclusive we can repeat the algorithm. 

When we are in the case of a bifurcation 
(for example between periodicity and 
chaos) is very difficult to observe from 
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chart the dynamics. In this case   it is nec-
essary to repeat the algorithm for many it-
erations, for to detect the type of behavior. 
In the case in which the attractor seems to 
be an attracting p-cycle, for to know the 
period, we use the formulas: 
=COUNTIF(B6:B20005,B6) 
=20000/C4 

The results are not exactly, there are only 
approximations and for to be sure on the 
results, we calculate the Lyapunov expo-
nents. If we find that the Lyapunov expo-
nents are negative, we can conclude that 
there is a periodic cycle.  
The Lyapunov exponents 321 ,, λλλ  are 
given by  
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where )),,(( 21 ++ ttt sssFJ  represents the Jacobian matrix of the function F. For a period-p 
point the Lyapunov exponents are 
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When the system (6) displays a chaotic be-
havior, we use the method proposed in 
Eckmann and Ruelle (1985) based on the 
Householder QR factorization, to compute 
the Lyapunov exponents. 
We recall now that for an attracting period-
n cycle the Lyapunov exponents are nega-
tive; in case of a bifurcation point, at least 
a Lyapunov exponent is zero; for a limit 
cycle one 
Lyapunov exponent is zero and the others 
are negative and for a chaotic behavior the 
highest Lyapunov exponent is positive and 
the sum of the Lyapunov exponents is 
negative.  
The method proposed in Eckmann and Ru-
elle (1985) can be used (in implementation 
methods) for each attractor type. An im-

plementation method for this algorithm is 
presented by Balint and Voicu, 2001. Us-
ing this method we have need to observe 
many approximations of the Lyapunov ex-
ponents.  
The definition of the Lyapunov exponents 
can be used in implementation methods 
only for the cases in which the trajectory is 
a n-cycle. In this case we have need to ob-
serve only n iterations and we get the exact 
values of the Lyapunov exponents. 
For example, if we choose 2.0=α , 

10=β and b=0.6, and the initial condition 
is  )07.0,02.0,02.0(),,( 321 −=sss , we find 
that the trajectory tends to a period-9 cycle. 
In the Figure 2 we represent the first 4000 
points in the space ),( 1+tt ss . 

 
Fig. 2. The firsts 4000 points of a trajectory, which tends to a period-9 cycle  

 
In the Figure 1 we have the image of the 
trajectory for 4000 points, where the firsts 
200 000 are ignored. We also observe from 

this figure that the values are given with a 
1710 − precision and, in addition, these are 

only approximation. For this reason we 
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have need to calculate the Lyapunov expo-
nents.  We obtain that 1λ =-0.1253, 2λ =-
0.1254 and 3λ =-0.5853, which confirm 
that there is a periodic cycle. 
In the case in which 2.0=α , 10=β and 
b=0.4, and the initial condition is 

)07.0,02.0,02.0(),,( 321 −=sss  we find 
that the trajectory tends to a limit cycle. 
In the Figure 3b we represent the trajectory 
in the space ),( 1+tt ss  for the firsts 4000 
points. We observe that the trajectory 

seems to be a limit cycle. In the Figure 3a 
we observe that there it is not a sensitive 
dependence on the initial conditions (the 
values are represented in the space ),( tst  
for initial conditions )07.0,02.0,02.0(),,( 321 −=sss  
and )07.0,021.0,02.0(),,( 321 −=sss  for the firsts 
50 points). In the Figure 3c we represent 
the image of the quasiperioidc attractor for 
4000 iterations, where the firsts 200 000 
are ignored. 

 
a                                    b                                                       c 

Fig. 3. Limit cycle 
 

We obtain that the Lyapunov exponents 
are 1λ =0, 2λ =-0.14875 and 3λ =-0.41462, 
which confirm that there it is a limit cycle. 
In the case in which 2=α , 600=β and 
b=0.6 and the initial condition is 

)07.0,02.0,02.0(),,( 321 −=sss  we find that 
the trajectory tends to a strange attractor.  
In the Figure 4b / Figure 4c we represent

the trajectory in the space ),( 1+tt ss  / ),( 2+tt ss  
for the firsts 4000 points. In the Figure 4a 
we observe that there it is a sensitive de-
pendence on the initial conditions (the va l-
ues are represented in the space ),( tst  for 
initial conditions for the firsts 100 points: 

)07.0,02.0,02.0(),,( 321 −=sss  and 
)07.0,021.0,02.0(),,( 321 −=sss . 

 

 
a                                    b                                                       c 

Fig. 4. Chaotic behavior  
We obtain that the Lyapunov exponents 
are 1λ =0.2337, 2λ =-0.2471 and 3λ =-
0.4288, which confirm that there it exists a 
chaotic behavior. 

For to obtain the image of the strange at-
tractor in the space ),,( 21 ++ ttt sss  we use in 
Mathematica the following algorithm (we 
obtain the figure 5): 
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Fig. 5. Strange attractor in 

the space ),,( 21 ++ ttt sss  
 

3. Conclusion  
For the system (1) mathematical and em-
pirical study and an economical interpreta-
tion of the results are presented by Guégan 
D., Voicu M.C (2000), Voicu M. et 
all.(2001). In this work we have presented 
the computational methods used to detect 
the exchange rate evolution. We have im-
plemented the algorithms in Excel, because 
using macros we can obtain the result in a 
very short time. In the empirical study this 
aspect is very important. We have use 
Mthematica only in the cases in which we 
cannot use the instruments from Excel. 
With the methods presented we can detect 
(empirical) only attractors. The using of 
the Lyapunov exponents confirms the na-
ture of attractor. Given the nonlinear na-
ture of the system, we cannot obtain many 
mathematical results. For this reason, it is 
necessary an empirical study for to know 
the dynamics. Fixing the values of the pa-
rameters and initial conditions and using 
these implementation methods, we can de-
tect the exchange rate evolution. 
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