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Extreme performance, the reuse of resources or less money and time spent on the employees’ 
training… not until long ago, all these “phrases” were mere desiderata for companies, irres-
pective of their size. “Today”, however, all these things are possible by dint of cloud compu-
ting technology (or complete virtual machine).The cloud computing concept involves the pos-
sibility of using upon request hardware and software resources located in different places as 
to the user, and made available for the latter by means of shared servers. In this paper, we 
shall depart from the information context that made for the advent of the cloud computing 
technology, then we shall analyze the latest products appeared on the market that successfully 
“promote” the cloud computing model (Oracle Exalogic Elastic Cloud, Oracle Exadata Da-
tabase Machine X2-8), in the end of the paper we present several proposals of practical ap-
plications for this technology. 
Keywords: Virtual Machines, Cloud Computing, Database Machines, Business Intelligence, 
Extreme Performance 
 

Introduction 
The current information context is the 

one that usually determines the development 
of a new information technology. In infor-
matics there are research ideas continuously, 
but they can be finalized and applied only if 
the current information context allows it. 
Otherwise, the ideas will remain pending and 
they will be implemented only when this is 
possible. The information background is pro-
vided firstly by the existing information 
technologies but also by other elements such 
as: endowment with computing technique, 
information training, economic situation, 
market demands, customers’ training etc. The 
information technology refers to a set of 
processes – processing carried out through a 
series of operations, methods – methods of 
knowledge, operators – operations carried 
out on inputs, conditions – work restrictions, 
means – working tools and interfaces, all 
these being used with a view to obtaining 
some information products. Therefore, the in-
formation technologies provides processes 
(how) and means (what with) of processing 
the information resources in order to obtain 
information products.  

The concept of Complete Virtual Machines – 
CVM represents a new trend in information 
and signifies a dynamic set of computing re-
sources scattered in different geographical 
locations within a computer network, but log-
ically managed as a whole – virtually as a 
single giant computer - complete virtual ma-
chines. It is necessary to have computing re-
sources – adequate hardware and software 
for such complete virtual machines [1]. We 
believe that such a concept could be devel-
oped and implemented due to a favorable 
current information context which includes a 
series of new information technologies such 
as:  Grid Computing, NC architecture - Net-
work Computing, database machine, business 
intelligence, distributed information applica-
tions, SOA architecture - Service Oriented 
Architecture. 
Grid Computing – GC represents a set of 
techniques and methods applied for the coor-
dinated use of multiple specialized servers 
that act as a single computing system, logi-
cally integrated, very powerful [2]. The com-
puting resources are taken into account at the 
level of an organization that will be used op-
timally, jointly, obtaining thus the complete 
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virtual machines for the company. The tech-
nology was implemented in early 2000s and 
then shortly after, for the first time with a da-
tabase, by the Oracle Company which 
launched the 10g version. 
Some principles of the GC technology have 
been used, adapted and extended for the new 
trend in CVM as: virtualization extended 
outside the organization, the dynamic provi-
sion of computing resources adapted to new 
situations in a global computer network, join-
ing the resources and sharing them with solu-
tions to very large size, the automatic ad-
justment of systems which provides the dy-
namic character and increases complexity, 
the unified management extended for larger 
sizes and new situations. 
We consider that for CVM, the concept of 
unified management of the computing re-
sources has expanded from one company 
level across multiple companies.  
Network Computing – NC architecture re-
quires a set of components which interact in 
order to develop information products that 
work in an environment structured on more 
than two levels, with the support of several 
types of computers (including Network 
Computer – NC), several types of servers 
connected to the Internet [2].  
The development of working environments 
for data management within computer net-
works was as follows: centralized architec-
ture – implies that the data are stored in a 
central computer and the retrieval requests 
are made at a terminal, the client-server ar-
chitecture – implies that the data are stored 
and accessed on a sever computer and the re-
trieval requests are made on a client comput-
er by a man-machine interface, NC architec-
ture  – implies that there are several types of 
computers in the network (network comput-
er, personal computer), several types of serv-
ers (for data, applications, Web etc), which 
means working in an environment structured 
on more than two levels. 
We have concluded from the studies carried 
out that a series of NC architecture principles 
have been taken over and adapted for CVM 
as follows: open systems involve the training 
from the start for the taking over “on the fly” 

of the new components, increased flexibility 
for easily adjusting to the changes that may 
occur, interoperability of component hetero-
geneous systems, large-scale standardization 
etc. 
Database machines are some computers 
specialized in data storing and processing, 
designed to manage the database and which 
can get easily connected to a main processor 
through a high-speed channel [3]. The role of 
building and using some database machines 
is the most efficient use of computing re-
sources in information applications with da-
tabase. We refer therefore to hardware and 
software dedicated computers for working 
with database. At this moment, modern data-
base machines are being used with maximum 
performance both for managing large vo-
lumes of database [4] (Data Warehouse and 
OLAP - On Line Analytical Processing), and 
for processing current transactions (OLTP - 
On Line Transaction Processing). 
We consider that this concept regarding the 
most efficient use of computing resources 
has been extended, as far as CVM are con-
cerned, from one physical computer to a 
complete virtual machines. 
Business Intelligence is a concept that in-
volves an open and flexible architecture that 
integrates several information technologies 
with a view to store all relevant data for a 
company. They are transformed into infor-
mation and knowledge necessary to form the 
basis of the decision-making process [4]. The 
Business Intelligence architecture requires a 
system that is based on some data sources,  
which is extracted by filtering (as threads) 
the necessary information to build a Data 
Warehouse. It will be managed by specia-
lized interfaces (OLAP, data mining) to ful-
fill the necessary levels of management.   
Our experience in Business Intelligence as to 
storing and processing large volumes of data 
has been particularly useful for understand-
ing CVM, where such problems arise. We 
have concluded that the specificity consists 
in the fact that large volumes of data will be 
scattered over various geographical areas, 
and their unity will be a virtual one.  
The distributed information applications 
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have been developed in recent years accord-
ing to new technologies, due to the emer-
gence and widespread use of mobile compu-
ting equipment. The experience from the dis-
tributed database systems [2] is still valid, 
but new information technologies have been 
added: mobile systems, Web environment, 
multimedia etc. 
It results that the CVM benefit from the 
techniques and methods concerning the data 
distribution in the network of computers, but 
they have been adapted to the new informa-
tion context. 
SOA architecture (Service Oriented Archi-
tecture) is an integrated solution both for 
simple applications – at departmental level 
and for complex applications – at organiza-
tional level. This architecture is applicable to 
software products or to the standardization of 
the computing technique within an organiza-
tion. SOA proves its efficiency when operat-
ing in various heterogeneous working envi-
ronments. The logic of the solution consists 
in decomposing the problem into smaller re-
lated components according to functional cri-
teria. The components are not mere miniature 
copies of the whole, but distinct unities, 
weakly joined, sharing common methods and 
able to operate interdependently. The servic-
es can be performed either by defining some 
methods that should access all the applica-
tions – integrated, or by working on an infra-
structure for such methods – for example the 
Web services. 
Since using the service-oriented architecture 
one can rich a high interoperability among 
the different computing resources, irrespec-
tive of the working platform used, the result 
is that this thing is very suitable for CVM. 
We will point out this fact below, when 
speaking about CVM architecture.  
 
 

2 The basis of Complete Virtual Machines 
- CVM (cloud computing) 
Having as a starting point the information 
technologies presented above, the CVM con-
cept has been developed and successfully 
implemented in recent years. 
Within the current information context, the 
Internet is on the verge of triggering a new 
revolution, which implies that computing re-
sources can be easily shared and managed at 
world level through computer networks [5]. 
The Complete Virtual Machines - CVM 
(cloud computing) is the main component of 
this paradigm that turns the Internet into a 
large warehouse, where resources are availa-
ble for everyone under the form of services.  
The international body NIST - National Insti-
tute of Standards and Technology defines the 
concept of cloud computing as a model that 
allows the access through the network, con-
veniently and upon request, to a common 
pool of resources dynamically configurable. 
These resources can be found very fast and 
offered with a minimum effort through the 
interaction of a server provider [13]. This 
model has the availability of resources as 
working principle. 
We have suggested a possible CVM archi-
tecture, where there is a specialized software 
that will unitarily manage different compo-
nents (computing resources): more compu-
ting systems (including networks), more in-
formation applications, more servers (for da-
ta, applications, Web etc), more services. All 
these will be structured on several levels, dy-
namically managed by specialized software. 
Since many of the CVM components are not 
visible for users who do not know where they 
are located and how they are managed, it 
means they are virtual.  
The CVM architecture has its components 
(Figure 1) structured on three levels: no.1– 
interfaces; no.2-services, no.3-processing.  
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Fig. 1. CVM Architecture - Proposal 

 
Interfaces are software components, most of-
ten Web-based, providing user access to the 
resources dynamically offered by CVM. The 
interfaces also provide users with the results 
obtained from the processing of retrieval re-
quests made by him. 
Services are software modules, built accord-
ing to models that made retrieval processing 
applications, using existing resources in the 
CVM. This component has the role to moni-
tor the entire operation of the CVM.  
Processing is the component made up of sev-
eral specialized servers (data, applications, 
etc.) together with technical support provided 
by the computing systems (including net-
works) - the infrastructure.  
We have conducted a brief characterization 
of the CVM from the above architecture, by 
analyzing the components and functions and 
by studying the specialized literature. 
The main features of the CVM are: 
• shared resources. Classically, the user ac-

cesses his/her own necessary resources. 
The       CVM monitor manages automati-
cally the resources of several computers; 

• the dynamic allocation of resources. The 
users ask for resources when they need 
them and, similarly, give them up when 
they don’t need them. The monitor offers 
and releases automatically different types 
of resources: processors, storage media, 
software, applications, services;  

• multiple computing systems. Nodes 
(workstations) of the CVM are usually 
built up using a large number of compu-
ting machines. Thus, in order to monitor 
CVM, a new node can easily be added, or 
a node which breaks down can easily be 
replaced;  

• automatic monitoring of resources. This 
feature includes a lot of setup tasks usual-
ly handled automatically by the system: 
saving, restoring, setting, resource alloca-
tion and release etc.; 

• virtualization. The CVM resources are 
usually virtual, being shared among sever-
al users in order to increase the system ef-
ficiency;  

• parallel computing. There are several 
working environments for the use of pa-
rallel processing, leading to hundreds or 
thousands of processors into one CVM.  

Note. All the above features are found in 
some form or another in the information 
technologies presented for the current infor-
mation context. They have been adapted for 
the CVM. 
 
3 CVM model in practice 
The CVM concept is based, as we have al-
ready mentioned, on a specific model - the 
cloud computing model. It has contributed to 
identifying the CVM components and build-
ing its architecture. As far as the implementa-
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tion of this model is concerned, there are four 
different types that can be inferred from the 
specialized literature [13]: 
a) private cloud computing - the existing 

infrastructure is operated solely by a sin-
gle organization and can be managed by 
that organization or by a third party. This 
model is similar to that of Grid Compu-
ting and database machines; 

b) a community computing cloud - the ex-
isting infrastructure is shared among 
several organizations that have common 
interests or goals and can be adminis-
tered by that organization or by a third 
party; 

c) public cloud computing  - the existing in-
frastructure can be accessed by any user 
who has the right to do it and is owned 
by a service provider organization; 

d) hybrid cloud computing - the existing in-
frastructure is made up of two or more of 
the above types, which remain unique 
entities but are linked by standardized or 
customized technology that allows por-
tability of data, applications and servic-
es.  

For greater efficiency, over time, it was at-
tempted that the whole cloud computing 
technology, both software and hardware, be 
integrated into a single machine that is a 
Complete Virtual Machines. 
Such a solution has been materialized in the 
Oracle Exalogic product - EO (elastic cloud 
machine) that integrates hardware servers 
with middleware software to work together 
for maximum performance, with data centers 
from organizations [1]. 
In terms of current implementation of CVM, 
Oracle now offers the opportunity to provide 
cloud computing-elastic model in a private 
and domestic service, thus avoiding the dis-
advantages related to the protection of a pub-
lic cloud computing model [14]. The advan-
tage for the Oracle company in this approach 
was prompted by a longstanding expertise in 
grid computing technology (versions 10g and 
11g), as well as in and database machines 
(Exadata Database Machines V1, V2, X2-8) 
[1]. 
 

3.1 Oracle Exalogic Elastic Cloud, a repre-
sentative CVM model 
Oracle Exalogic Elastic Cloud is the world’s 
first integrated CVM in terms of both soft-
ware and hardware components at the same 
time [6]. Oracle Exalogic was designed as a 
complete infrastructure to revolutionize data 
storage possibilities now offering companies 
the opportunity to gather a huge volume of 
disparate data with maximum reliability, 
availability and protection. Its high band-
width, uniqueness, low latency interconnec-
tion and efficient operation of distributed ap-
plications are things that cannot be achieved 
using today’s regular servers. Oracle Exalog-
ic Elastic Cloud provides a complete infra-
structure of applications, integrating a wide 
variety of applications and types for Java and 
non-Java use and meeting the most demand-
ing requirements that such a service may 
generate [1]. 
Oracle Exalogic Elastic Cloud is a complete 
system: it combines 30 64-bit top processors, 
it uses InfiniBand technology for I/O opera-
tions, Oracle WebLogic Server for solid-state 
storage, different Oracle Java products (in-
cluding virtual machine), it has middleware 
components, it offers Oracle Solaris or oracle 
Linux as operating systems, it supports thou-
sands of applications, being the ideal plat-
form for data consolidation. 
In order to point out the performances out of 
the new system Oracle Exalogic Elastic 
Cloud, we shall present the main components 
of its software and hardware. 
a) Hardware component. The Oracle Ex-

alogic Elastic Cloud is pre-assembled and 
delivered standard rack size 19” 42U. Al-
so, every product in Oracle Exalogic Elas-
tic Cloud is actually a working capacity 
unit adapted to intensive workload. Each 
Oracle Exalogic Elastic Cloud unit con-
tains: a number of hot-swappable notes, a 
cluster, a high performance subsystem for 
data storage management, a very large 
bandwidth which interconnects each indi-
vidual component with other external 
components, several Gigabit Ethernet 
ports for the integration with the data cen-
ter network service. 
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b) Software component. Oracle Exalogic 
Elastic Cloud was designed from the very 
beginning to provide the ideal environ-
ment for Java based applications and in-
frastructure. Also, the entire portfolio of 
Oracle Fusion Middleware and Oracle Fu-
sion Applications are designed to allow 
maximum use of Oracle Exalogic Elastic 
Cloud. The monitor of the entire system is 
the Oracle Enterprise Manager compo-

nent, which has two main products: Grid 
Control and OpsCenter. This allows any 
hardware component of the Elastic Cloud 
Oracle Exalogic system to be monitored in 
real time and, upon the client’s request, it 
can be integrated into the Oracle Support 
option for the system maintenance. In or-
der to have a clear picture of Oracle's En-
terprise Manager, we can follow Figure 2. 

 

 
Fig. 2. Oracle Enterprise Manager, part of the Oracle Exalogic Elastic Cloud software com-

ponent; source: [6] 
 
Each Exalogic Oracle configuration - OE 
contains: a number of computing nodes, a da-
ta storage subsystem, a connecting network 
comprising all the switches needed for all the 
individual components of the configuration, 
as well as for the external connection of addi-
tional Exalogic machines [7].  
Some advantages of the EO advantages that 
we have studied and explained are: 
• integrates hardware and software which 

work together. This integration is also to 
be found in the database machines, but it 
now extends to the level of a complete vir-
tual machines. The unitary management of 
computing resources, which was taken 
and adapted from Grid Computing, is also 
integrated here; 

• maximum performance for processing 
Web retrieval applications. The speciali-
zation of complete virtual machines com-
ponents, as well as the dynamic allocation 
of its resources, which is possible due to 

their unitary management, leads to peak 
performance;  

• it interconnects effectively: working archi-
tectures, information  applications, com-
puting configurations. Taking over some 
elements of the NC architecture, complete 
virtual machines can interconnect natively 
all these components, on multiple levels;  

• it revolutionizes the data center consolida-
tion, that is it allows business organiza-
tions to gather disparate data logically, in 
an efficient, reliable and secure way. The 
existing data in different organizations can 
be managed unitarily and efficiently;  

• the distributed applications will be able to 
solve retrieval applications on the Web, 
that cannot be addressed now, with the ex-
isting data servers. By means of integrat-
ing some CVM Web servers, the retrieval 
results will be used throughout the ma-
naged virtual environment;  
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• it integrating several already existing ap-
plications on a single performing plat-
form. The applications that are already in 
service with different organizations will 
not be abandoned but integrated into 
SDV, some as such, others through con-
versions or transformations. This ensures 
the concept of reusing the existing re-
sources, a concept used extensively in the 
current information context.  

We have defined the working strategy in a 
CVM implementation by a few key words 
that summarize the essence of this concept: 
completeness, openness, integration and per-
formance. 
Completeness means that a CVM has all the 
hardware and software components neces-
sary to develop and use appropriate informa-
tion applications in organizations. 
Openness refers to CVM components that are 
dynamic. They can be changed at any time, 
with very little effort, the reconfiguration be-
ing done automatically. The CVM is ready at 
any moment to take over “on the fly” the 
changes that can occur. 
Integration refers to the information technol-
ogies included in the CVM, as well as to the 
unitary use and sharing of data, applications, 
computing resources, etc.. 
Performance is high due to the specialization 
of CVM components, but also due to the uni-
tary management of computing resources: 
time and space. 
 
3.2 Oracle Exadata Database Machine X2-
8, a specialized data warehouse CVM 
Exadata Database Machine is a database ma-
chine that allows the use of data warehouse 
and OLTP (Online Transaction Processing) 
applications at very high parameters, thus be-
coming the ideal platform for the use of grid 
or cloud computing technology (usually pri-
vate). Therefore, we can say that Exadata 
Database Machine X2-8 is actually a specia-
lized „customized” data warehouse of the 
Oracle Exalogic Elastic Cloud. 
The Exadata Database Machine X2-8 is a 
complete package, consisting of: servers, sto-
rage capacity, network components and 
software applications. All these elements 

make the Exadata Database Machine X2-8 a 
perfectly scalable product (supporting a large 
loading volume), safe (in terms of security) 
and redundant. 
The Exadata Database Machine X2-8 be-
longs to the Oracle Exadata Database Ma-
chine “family”, being similar to Exadata X2-
2 (known as V2), but having much higher 
performances in comparison the latter. 
Moreover, in terms of performances, Exadata 
Database Machine X2-8 can be easily “read” 
even by a person less specialized in the do-
main, following the description below:  
a) Hardware related features: 
• 128 CPU (Central Processing Unit) and 

2 TB memory, capacities which are de-
signed for databases processing;  

• 168 CPU capacity designed for han-
dling the stored information; 

• two database servers;  
• 14 Oracle Exadata Storage Servers 

units;  
• 5.3 TB Exadata Smart Flash Cache 

destinations;  
• QDR (Quad Data Rate, 40 Gb/sec.) In-

finiBand Switches;  
• uncompressed usable capacity of up to 

150 TB per rack 
• uncompressed I/O bandwidth up to 75 

GB/second/rack;  
• Exadata Hybrid Columnar Compres-

sion often offers ratios between 10X-
15X;  

• complete redundancy with a high de-
gree of availability. 

b) Software related features: 
• Exadata Smart Scans: 10X or greater 

reduction in data sent to database serv-
ers;  

• Exadata Storage Indexes: eliminate un-
necessary I/Os to disk;  

• Hybrid Columnar Compression (HCC): 
efficient compression increases effec-
tive storage capacity and increases user 
data scan bandwidths by a factor of 
10X;  

• Exadata Smart Flash Cache:  
• breaks random I/O bottleneck by in-

creasing IOPs by 20X;  
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• doubles user data scan bandwidths;  
• I/O Resource Manager (IORM): 

Enables storage grid by prioritizing 
I/Os to ensure predictable performance;  

• Inter-leaved Grid Disks: Enables storage 
grid that allows multiple applications to 

place frequently accessed data on faster 
portions of the disk. 

Grid is the architecture of the future it pro-
vides highest performance, lowest cost, fault 
tolerant, scalable on demand (see Figure 3). 

 

 
Fig. 3. Oracle Exadata Database Machine X2-8 architecture; source: [15] 

 
The main features of Oracle Exadata Data-
base Machine X2-8 architecture (Figure 3) 
are: 
• Each Exadata Cell is a self-contained 

server which houses disk storage and runs 
the Exadata software;  

• Oracle Databases are deployed across 
multiple Exadata Cells;  

• Oracle Database enhanced to work in co-
operation with Exadata Storage Server;  

• No practical limit to number of Cells that 
can be in the grid.  

Other features owed to the architecture in the 
image above (Figure 3) are: 
a) The capability Exadata Smart Scan:  
• Exadata cells implement scan offload 

to greatly reduce the data sent to data-
base servers:  
- row filtering based on “where” 

predicate; 
- column filtering; 
- join filtering; 
- incremental backup filtering; 
- scans on encrypted data; 
- Data Mining model scoring;  

• 10x data reduction is common; 
• Completely application transparent: 

even if cell or disk fails during a query.  

b) The capability Smart Scan Transparen-
cy:  

• Smart Scans are transparent to the ap-
plication: 
- no application or SQL changes re-

quired;  
- returned data is fully consistent 

and transactional;  
- if a cell dies during a smart scan, 

the uncompleted portions of the 
smart scan are transparently routed 
to other cells containing a replica 
of the data; 

• Smart Scans correctly handle complex 
cases including:  
- uncommitted data and locked 

rows;  
- chained rows;  
- compressed tables;  
- National Language Processing;  
- date arithmetic;  
- regular expression searches;  
- partitioned tables.  

Obviously, some currently unrivaled capabil-
ities/“abilities” of this database machine are 
associated with the characteristics mentioned 
above. Moreover, even since the launch of 
Oracle Exadata Database Machine X2-8, in 
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September 2010, the potential of this product 
has been summed up in three simple slogans, 
easy to remember by any potential client who 
is even only partially interested: 
• extreme performance for OLTP (Online 

Transaction Processing), data warehous-
ing and “consolidation” of the mixed 
workload;  

• extreme scalability (supporting a large 
loading volume); 

• the possibility for the Oracle Exadata Da-
tabase Machine X2-8 system to be ready 
anytime to cope with the requests from the 
applicants with a major importance (ex-
treme redundancy).  

Besides all these capabilities, we should also 
mention the fact that the Oracle Exdata Data-
base Machine X2-8 recommends this data-
base machine as the most reliable system in 
the world that “works” with databases. The 
explanation of the security comes from the 
fact that “the data decryption process is no 
longer performed using the software compo-
nent, but the Exadata Hardware compo-
nent”[8]. It is also remarkable that the Oracle 
Exadata Database Machine X2-8, according 
to the manufacturer, is “ready” to meet any 
type of requirement coming from the data-
bases. 
And because there is only one step from da-
tabases to data warehouse, Oracle Exdata Da-
tabase Machine X2-8, is considered (accord-
ing to the producer), “the best Data Ware-
house machine”. The features that confirm 
the statement above are:  
• massively parallel high volume hardware 

to quickly process vast amounts of data: 
Exadata runs data intensive processing di-
rectly in storage; 

• most complete analytic capabilities: 
OLAP, Statistics, Spatial, Data Mining, 
Real-time transactional ETL (Extract, 
Transform and Load), Efficient point que-
ries; 

• powerful warehouse specific optimiza-
tions: flexible Partitioning, Bitmap Index-
ing, Join indexing, Materialized Views, 
Result Cache; 

• dramatic new warehousing capabilities. 

Due to the fact that Oracle Exadata Database 
Machine X2-8 is still a part of the “Oracle 
family”, it is probably obvious that this data-
base machine can run a variety of products 
belonging to the same “family”, such as: 
Oracle Database 11g, Oracle Real Applica-
tion Clusters, Oracle Enterprise Manager and 
Oracle Exadata Software, all these products 
having the role to provide the Oracle Exadata  
Database Machine X2-8 users with “soft-
ware, servers, storage capacity and access to 
the network”[1]. As far as the operating sys-
tem is concerned, Oracle Exadata Database 
Machine X2-8 can run Oracle Linux and 
Oracle Solaris Express 11. 
However, the “career” of the Oracle Exadata 
Database Machine X2-8 is still in the begin-
ning, being launched, as we wrote above, at 
the end of September 2010, and in the ab-
sence of some real tests it is difficult to make 
a statement concerning the real performance 
rates of this product. It will fall to the future 
clients to decide if the manufacturer’s “prom-
ises” have proved to be real totally or partial-
ly, but we should also mention the fact that 
the current economic crisis can greatly influ-
ence, negatively, the sales of this product, 
due to the “susceptibility” of the companies 
to improve their software and hardware per-
formances in the absence of immediate cash.  
In spite of all these, “in order to obtain a 
competitive advantage, the companies must 
keep closely in touch with the new informa-
tion technologies”[9]. 
 
4 CVM applications 
Public administration is an area that would 
lend itself to the use of CVM as the new in-
formation technologies allow data storage, 
processing and transmitting in a cheaper and 
easier way, and governmental institutions 
should adjust the flow of their activities ac-
cordingly [10]. Therefore, news that the gov-
ernment or another institution decided on the 
implementation of a computerized system for 
citizens/companies or only for internal use 
(back-office) circulates more and more often 
both in the media and in the on-line envi-
ronment. The need for such systems at go-
vernmental institutions is common know-
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ledge. But it is also a well-known the fact 
that not all citizens are open to the use of a 
computer system to interact with a public in-
stitution, the main reasons being the system’s 
poor performance and the lack of confidence 
in its security. However, so far a significant 
contribution to these shortcomings has cer-
tainly had the choice of information technol-
ogy concerning the current systems of e-
government, both front-office (for citi-
zens/companies) and the back-office (for the 
national work of public administration).  
While currently the computer systems be-
longing to state institutions are operating on 
separate servers, connected only to the inter-
nal network and / or Internet and the comput-
ers of their employees are independent units, 
connected, in their turn, to the internal net-
work and / or to the Internet, we can say that 
now it's time for a change. A change that 
could bring along: performance, safety and 
trust. Obviously, we are talking about cloud 
computing technology for public administra-
tions at national network level.   
In terms of performance, as we stated above, 
the cloud computing model is the solution to 
increase the capacity or to add new re-
sources, dynamically, without investments in 
a new infrastructure, in personnel training or 
without buying new licenses for software 
products [11]. Thus, using the cloud compu-
ting, we will definitely feel an improvement 
in the performance of e-government systems 
in public institutions. In this case, a possible 
answer might be Oracle Exalogic Elastic 
Cloud.  
On the other hand, issues of safety and trust 
concerning the e-government information 
systems, regarded from the citizen's point of 
view, could be settled through a performing 
database machine. We say database machine 
because, when we talk about security and 
trust, we talk about the security and confi-
dentiality of the information sent by means of 
e-government systems, which end up by be-
ing stored in a database. A potential solution 
in this case could be Oracle Exadata Data-
base Machine X2-8, a product recommended 
by the manufacturer as the most secure sys-
tem that works with databases at world level. 

If the options we suggested above would be 
implemented, there is no doubt that the citi-
zens’ “open-mindedness” would be greater 
towards the e-government systems as the per-
formance of systems and data security could 
be the watchwords for the transactions or the 
actions that they undertake. But the costs of 
CVM solutions must also be taken into ac-
count. 
The NASA Organization used supercompu-
ters in the past in order to test the sensitivity 
and accuracy of climate models. However, 
they were individual, very expensive and that 
is why a fast-tracking virtual network is be-
ing set up now, complete virtual machines 
that distribute the data processing to thou-
sands of computers. Such an initiative elimi-
nates the need to purchase additional physi-
cal supercomputers that use up enormous 
amounts of resources.  
The need of a complete virtual machines ap-
pears for those organizations that have work-
ing platforms, implemented information 
technologies, fields of expertise, etc., that is 
many and heterogeneous computing re-
sources. All these can be coordinated and 
managed in an integrated and effective way 
with the help of a CVM. 
 
5 Conclusions 
The need of certain organizations to use the 
features of complete virtual machines, such 
as its flexibility, meeting the demanding re-
quirements of performance and reliability, is 
a new approach to IT infrastructure. 
The key to success is represented by the 
combined design of its hardware and soft-
ware which envisage performance, reliability 
and scalability both for homogeneous and he-
terogeneous environments, for operations 
within the Internet environment or for a large 
workload, based on a lot of data processing. 
The construction or use of information sys-
tems customized for the different applica-
tions of organizations is inefficient and cost-
ly, while a solution with a CVM provides the 
best platform for running all types of applica-
tions. 



Economy Informatics, vol. 11, no. 1/2011 

 

25 

 
References 
[1] R. Schwerin, “Hardware and Software, 

Engineered to Work Together”, Oracle 
Magazine, Nov./ Dec. 2010, pp. 23-24. 

[2] M. Velicanu, I. Lungu, I. Botha, A. Bâra, 
A. Velicanu and E. Rednic, Sisteme de 
baze de date evoluate, A.S.E. Publishing 
House, Bucharest, Romania, 2009, pg. 
430, ISBN: 978-606-505-217-8. 

[3] M. Velicanu, D. Liţan and A. Mocanu, 
„Some consideration about modern da-
tabase machines”, Economic Informatics 
Journal, no. 2, pp. 37-44, ISSN 1453-
1305, 2010. 

[4] M. Velicanu and Gh. Matei, Tehnologia 
Inteligenţa Afacerii, A.S.E. Publishing 
House, Bucharest, Romania, 2010, pg. 
274, ISBN 978-606-505-311-3. 

[5] F. Lombardi and R. Di Pietro, “Secure 
virtualization for cloud computing”, 
Journal of Network and Computer Ap-
plications, Article in Press - Received in 
revised form 23 Apr. 2010, Accepted 
Jun. 7, 2010. 

[6] “Oracle Exalogic Elastic Cloud: A Brief 
Introduction”, An Oracle White Paper, 
Jan. 2011. 

[7] M. Piech and M. Palmeter, “Oracle Ex-
alogic Elastic Cloud: A Brief Introduc-
tion”, An Oracle White Paper, Sept. 
2010, pp. 1-10. 

[8] “Oracle Exadata Database Machine X2-
8”, Touted as the World’s Most Secure 
Database Machine, Vol. 4(151), Sept. 
23, 2010. 

[9] D. Litan, A. M. Mocanu, S. Olaru and A. 
Apostu, “Modern Information Technol-
ogies Used In Market Research”, Proc. 
of the 9th WSEAS International Confe-
rence on Computational Intelligence, 
Man-Machine Systems and Cybernetics 
(CIMMACS‘10), 14-16 Dec. 2010, Me-
rida, Venezuela, pp. 245-250. 

[10] D. Litan, D. M. A. Marinescu, E. Mititel 
and G. D. Stoian, “Innovation in    
<<Globalization Era>> – Development 
and Implementation of Information Sys-
tems Financed from European Funds”, 
Proc. of the 5th WSEAS International 
Conference on Business Administration 
(ICBA ‘11), Jan. 2011, Puerto Morelos, 
Mexico, pp. 70-75. 

[11] S. Subashini and V. Kavitha, “A survey 
on security issues in service delivery 
models of cloud computing”, Journal of 
Network and Computer Applications, no. 
34, pp. 1–11, 2011. 

[12] A. Rosenthal, P. Mork, M. H. Li, J. 
Stanford, D. Koester and P. Reynolds, 
“Cloud computing: A new business pa-
radigm for biomedical information shar-
ing”, Journal of Biomedical Informatics, 
no. 43, 2010, pp. 342–353. 

[13] National Institute of Standards and 
Technology (NIST), Computer Security 
Division, Computer Security Resource 
Center, U.S.A., „Cloud Computing” 
[Online]. Available: 
http://csrc.nist.gov/groups/SNS/cloud-
computing 

[14] Oracle Corporation site, „Cloud Compu-
ting” [Online]. Available: 
http://www.oracle.com/innovation/featur
e-cloud-computing.html 

[15] Oracle Corporation site [Online]. Avail-
able: http://www.oracle.com 

[16] Oracle Corporation site, „Introducing 
Oracle Exalogic Cloud Computing” [On-
line]. Available: 
http://www.oracle.com/us/products/midd
leware/exalogic/index.html 

[17] Oracle Corporation site, „Oracle Exada-
ta Database Machine X2-8, Oracle Data 
Sheet” [Online]. Available: 
http://www.oracle.com/technetwork/data
base/exadata/dbmachine-x2-8-datasheet-
173705.pdf?ssSource SiteId=ocomen 

  



Economy Informatics, vol. 11, no. 1/2011 

 

26 

 
Manole VELICANU is a Professor at the Economic Informatics Depart-
ment at the Faculty of Cybernetics, Statistics and Economic Informatics 
from the Academy of Economic Studies of Bucharest, Romania. He has 
graduated the Faculty of Economic Cybernetics in 1976, holds a Ph.D. dip-
loma in Economics from 1994 and starting with 2002 he is a PhD coordina-
tor in the field of Economic Informatics. He is a member of INFOREC pro-
fessional association, a CNCSIS expert evaluator and a MCT expert evalua-

tor for the program Cercetare de Excelenta - CEEX (from 2006). From 2005 he is co-manager 
of the master program Databases for Business Support. He participated (as director or as team 
member) in more than 40 research projects that have been financed from national research 
programs. His research activity can be observed in the following achievements: 18 books in 
the domain of economic informatics, 64 published articles (among which 2 articles ISI in-
dexed), 55 scientific papers published in conferences proceedings (among which 5 papers ISI 
indexed and 7 included in international databases) and 36 scientific papers presented at confe-
rences, but unpublished. His scientific fields of interest include: Databases, Design of Eco-
nomic Information Systems, Database Management Systems, Artificial Intelligence, Pro-
gramming languages. 
 

Daniela LITAN has graduated the Academy of Economic Studies (Buchar-
est, Romania), Faculty of Cybernetics, Statistics and Economic Informatics in 
2006. She holds a Master diploma in Databases - Support for business from 
2009 and in present she is a Ph.D. Candidate in Economic Informatics with 
the Doctor’s Degree Thesis: The integration of new technologies in the in-
formation systems of e-Government. Her research activity can be observed in 
the following achievements: 13 proceedings (10 papers ISI proceedings) and 

more than 9 articles published in scientific reviews. Her scientific fields of interest include: 
Databases, Database Management Systems, Programming, Information Systems and Econom-
ics. 
 

Larisa COPCEA (TEOHARI) has graduated the Academy of Economic 
Studies (Bucharest, Romania), Faculty of Cybernetics, Statistics and Eco-
nomic Informatics in 2006. She holds a Master diploma in Databases -  Sup-
port for business from 2008 and in present she is a Ph.D. Candidate in Eco-
nomic Informatics with the Doctor’s Degree Thesis: Master data manage-
ment in data warehouses. Her research activity can be observed in the follow-
ing achievements: 4 proceedings (papers ISI proceedings) and 3 articles pub-

lished in scientific reviews. Her scientific fields of interest include: Data warehouse, Databas-
es, Database Management Systems, High availability solutions, Information Systems and 
Economics. 
 

Mihai TEOHARI has graduated the Academy of Economic Studies (Bu-
charest, Romania), Faculty of Cybernetics, Statistics and Economic Infor-
matics in 2004. He is a Ph.D. Candidate in Economic Informatics with the 
Doctor’s Degree Thesis: XML technologies for databases. His research activ-
ity can be observed in the following achievements: 4 proceedings (papers ISI 
proceedings) and 3 articles published in scientific reviews. His scientific 
fields of interest include:  XML, Databases, Data warehouse, Information 
Systems and Economics. 


	The Cloud Computing Technology or How „Extreme Performance” Can Be Achieved in Business

