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Abstract: The Parallel Scheduling Problem (PSP) with setup times is of significant impor-
tance in praxis, but it is NP-complete, and thus exact solving methods are not appropriate. 
The Local Search (LS) process can lead to local optima. In order to avoid this with greater 
probability, an oriented simulation process is proposed, using evolutionary algorithms with 
specific mutation and crossover operators. 
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arallel Machine Scheduling Problem 
with Setup Times 

The Parallel Machine Scheduling Problem 
consists of determining a schedule for the 
processing of n jobs on m parallel, identi-
cal machines, so that the total processing 
time is minimal. Setup times are time in-
tervals between two consecutive jobs on a 
machine, required for the reconfiguration 
of the machine. 
 
A PSP with setup times is therefore noted 
with P / s(i,j) / Cmax, where: 
 
• m – number of machines 
• n  – number of jobs (orders) 
• s(i,j – setup times (non-symmetrical 
matrix) 
• d(j) – duration of job j   
• C(j – processing time of job j 
• MC= max C(j) – cycle time, meas-
ures the solution performance 
• A(i,j) – distribution of jobs on 
machines 
• q(i)   – number of jobs allocated 
on machine i 
• MC(i) – total processing time for 
machine i 
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A possible solution is noted as the matrix 
A(i,j), where elements of a line i represent 
the jobs allocated to the i machine. 
The quality of a solution is given by its cy-
cle time CM, that we are trying to mini-
mize.  
 
Evolutionary Algorithms  
Evolutionary algorithms are a generaliza-
tion of genetic algorithms. The chromo-
somes are not vectors of {0,1} values, but 
problem-dependent, more general vectors. 
 
The representation of a PSP solution: 
The chromosome is obtained from the se-
quence of the lines of matrix A, delimited 
with zeroes. 
P =  ( A(1,1), A(1,2), … , A(1, q(1)), Ø, 
… ,  
Ø, A(i,1), A(i,2), … , A(i, q(i)), Ø, … ,  
Ø, A(m,1), A(m,2), … , A(m, q(m)) ) 
   
 
A general chromosome will be noted with: 
P = ( p(1), p(2), ... , p(i), ... , p(r ) ) 
the total length being 

r = n + m –1 
(number of jobs plus number of separa-
tors). 
 
Example: 
Chromosome:  (1, 2, 5, 6, Ø, 3, 7, 9, 10, Ø, 
4, 8, 11, 12) is obtained from solution 

P 
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 of a PSP with n = 12, m=3. 
 
Evolutionary algorithms start with an ini-
tial population of chromosomes (individu-
als). Then, chromosomes of this population 
are selected (parents), and are subject to 
simple mutations and/or crossover muta-
tions. The resulting chromosomes (off-
springs) are evaluated and the population 
modified by keeping the valuable indi-
viduals (better solutions) and rejecting the 
weaker ones, thus obtaining a new genera-
tion. The process continues for a given 
number of generations, or until the im-
provements of the population stops. 
 
Oriented Simulation 
A deterministic mode of selecting jobs 
would be: 
Greedy mode (GR) 
Let δ j = sp(j),p(j+1),  j=1..n-1 and δn = sp(n),p(1) 
∆δ j = δ j - δn, j=1..n-1 
k = { j | max (∆δ j) ,  ∆δ j > 0 } 
 
Note: machines or parents can also be se-
lected this way: 
 k = { i | max ( MC(i) ), i=1..m } 
 k = { j | max ( Cmax(j) ),  j=1..p }, p = 
population size 
 
Oriented Simulation 
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k = 1..n and η0 = 0 
   
We define 
k = { j | ηj-1 ≤ ξ ≤ ηj, j = 1..n), where ξ ∈ 
[0,1]. 
 
A. Swap Based Mutation 
For a given chromosome 

P = ( p(1), p(2), ... , p(i), ... , p(r ) ) 
the SBM on position k consists of swap-
ping p(k-1) ↔ p(k) or p(k) ↔ p(k+1). This 
is called 1SBM. 

It can be generalized, e.g. 2SBM, ... tSBM: 
2SBM: p(k-2) ↔ p(k) or p(k) ↔ p(k+2) 
tSBM: p(k-t) ↔ p(k) or p(k) ↔ p(k+t) 

 
For the PSP problem, the mutation position 
k can be chosen at: 
– a machine at which Cmax is reached 
– all machines, with regard to the 
separators 
 
B. Order Based Mutation 
For a given chromosome 

P = ( p(1), p(2), ... , p(i), ... , p(r ) ) 
the OBM consists of swapping two se-
quences in the chromosome; given the po-
sitions i,j and lengths u,v: 

p(i), p(i+1),...,p(i+u)↔p(j), p(j+1),..., 
p(j+v) 

This is generally noted with uOBMv. 
 
For the PSP problem, the mutation 
positions i,j can be chosen at:  
– Both i and j from a machine at which 
Cmax is reached 
– i from a machine at which Cmax is 
reached and j through oriented simulation 
– lengths u,v should not get past the ma-
chine separator 
 
C. Position Based Mutation 
For a given chromosome 

P = ( p(1), p(2), ... , p(i), ... , p(r ) ) 
the PBMu consists of bringing a sequence 
starting at i and with a length of u on the 
position j: 
 
p(j-1), p(j), p(j+1),..., p(i), p(i+1),...,p(i+u), 

... becomes 
p(j-1), p(i), p(i+1), ... ,p(i+u), p(j), p(j+1) 

 
For the PSP problem, the mutation 
positions i,j and the length u can be chosen 
at: 
– i at a machine at which Cmax is reached, 
with u not exceeding the machine 
sequence; j at a machine with a low 
proceesing time MC(i) 
– i,j in the same machine sequence, u with 
regard to the separator 
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D. Partially Mapped Crossover (PMX) 
Given a position k, the gene sequence 
p(1)..p(k-1) is taken from one parent and 
the rest p(k) .. p(r) from the other parent. 
 
? ’ = ( p’(1), p’(2), … , p’(k), … , p’(r) ) 
? ’’= ( p’’(1), p’’(2),… , p’’(k), … , p’’(r) ) 
? = ( p’(k), p’(k+1), … , p’(r), p’’(1), 
p’’(2), … , p’’(k-1) ) 
 
For the PSP problem, chromosomes 
entering the crossover can be  combined 
taking k at a separator position.  
 
E. Generalized Ordered Crossover 
(GOX) 
GOXi,u,j 

The offspring is obtained by overwriting a 
sequence p(i) .. p(i+u) from one parent 
with the corresponding sequence from the 
other parent. 
 
? ’ = (p’(1),…, p’(i),… , p’(i+u), … , p(r) ) 
? ’’ = (p’’(1), … , p’’(j), … , p(r) ) 
? = ( p’’(1), p’’(2), … , p’’(j-1), p’(i), 
p’(i+1), … , p’(i+u), p’’(j-1+i+u), … , 
p’’(r) ) 
Note: 
Particular case 1: j=1 
Particular case 2: i+u=r 
 
For the PSP problem, for entering the 
GOX crossover can be chosen: 
– One (duplicated) chromosome, 
combining the genes corresponding to two 
different machines 
– Two chromosomes, combining the 
genes corresponding to the same machine 
or two different machines 
 
Conclusions  
The most appropriate evolutionary 
operators seem to be the mutations, 

especially the OBM, because they provide 
meaningful changes of a solution (changes 
in the order of jobs on the same machine, 
changes of jobs or job sequences between 
machines). The chromosomes are 
essentially - disregarding separators - (1,n) 
permutations of jobs, and mutations 
preserve this condition. 
On the other hand, crossover operators 
tend to lead to offsprings which are not 
feasible solutions, because of duplication 
of certain jobs and consequent loss of other 
jobs. This makes further corrections of the 
offspring chromosomes necessary, affect-
ing the execution time of the algorithm. 
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